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ABSTRACT
Data mining is a process of mining hidden
information to the previously unknowndata and
hypothetically useful knowledge from a large amount of
actual data to be stored in a database. Image mining is a
part of data mining with used as a predictive measures to
. infer the age of the tiger. Aninterpretation of images can
provide human users with useful knowledge. The
extraction of reserved data to be associated with the
image knowledge, or different patterns that are not
process indirectly. embedded within the image were
associated with the image mining process. The research

work is mainly focused on, to infer the age of the Tiger ,.
using data mining techniques. The tiger has adapted into *

a reserved animal.” Tiger conservation has become a
difficult challenge. To infer the age of'the tiger, this
research- work incorporates those domains of image
processing and data mining. The FISODATA clustering
method requires more predefined parameters than the k-
mean method used to calculate the approximate number
of clusters, the maximum number of iterations, the
minimum number of points in the cluster, and the
minimum distance between the centers of the cluster.
Cluster centers are the means of the actual clusters
points. This research paper focuses on RGB color spaces,
which are applied to real-time tiger images. The key task
of the research work is to determine the age of the tiger
using color pixel-based image segmentation using data
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mining techniques. The real-tim
employed to optimize the
enhancement methods that are
noise and boost the quality of pi
to be measuring processing
accuracy, and error rate b

e tiger image database is
image filtering and
used to eliminate the
xels or images but also
time, retrieval time,
Y generating higher

performance.

Kleyv‘vord§: - Data mining methods, clustering,
c assnﬁcatxon,. color spaces, image enhancement method
and Result Analysis.

LINTRODUCTION

g Mining is the process of extracting unknown
information from previously unknown data and
hypothetically significant knowledge from a large
amount of actual data to be stored in a database. Many
data mining techniques are available, such as clustering,
classification, association, regression and evaluation 9]-
To get access from this scenario, too many strategies are
demonstrated, such as Pattern recognition, time series,
OLAP, visualization, and other techniques are -all
significant. It's an interdisciplinary project that focuses
on computer vision, image processing, image
acquisition, image recovery, data mining, machine
learning, database, and artificial intelligence. Advances

in image acquisition and storage technologies have led

to a tremendous growth in [20] in very broad and

informative image databases.Analysis of images will

reveal useful information to the human
usersNameirakpam [21][22] [23]. Image mining deals
with the ancestry of inferable acquaintance to the image
data relationships that are different trims not explicitly
embedded in the image database stored in the images
[11]. ISODATA is defined as Tterative Self-Organizing
Data Analysis Technique. ISODATA is an unsupervised

arrangement technique. There has been no way-to -

determine how many clusters there are. Fuzzy control is
based on fuzzy logic, which is a logical system that is far
closer to scientific rationality with including the natural
Janguage in the meaning than conventional logical
systems. The fuzzy logic controller (FLC) uses fuzzy
logic to transform a linguistic control strategy based on
expert knowledge into a fuzzy logic controller (FLC).
ISODATA Algorithm enables the measprement of
bunches to be balanced naturally amid the emphasis. The
ISODATA clustering algorithm was proposed by
Kaufman Rousseeuw in 1990. The research paper is
based on the ISODATA clustering algorithm s

transform thc Fuzzy Based ISODATA clustering
algorithm that is supports the tiger image database. The
main objcctive of this method is to infer the age of the
tiger. :

II. REVIEW OF LITERATURE

The entirely unconventional works to be carried
out that the realm of the image process, as image
segmentation has revealed victimization some different
approaches and lots of those works square measure
focused on the assorted technologies of image
segmentation. The existing clustering algorithm
becomes one of the most fundamental clustering
algorithms, with many different implementations that are
differentiated in the method used to be activated.
ISODATA technique was announced by Ball &Hall, and
others in the 1960s.[1],The algorithm towards assessing
the well initial centroids are generated based on the
optimization approach. The proposed clustering
algorithm generates the highly accurate clusters while
reducing computational time.An image segmentation
appfoach based on pixel classification was proposed
by[3] using for quality control implementation to the
ISODATA  clustering algorithm and the parameter

‘estimation are' to be used.4], presented’ with the

clustering techniques in color image segmentation have
managed to five clustering techniques as K-Means,
ISODATA, Mean Shift, splitting and merging
techniques for use in the color image segmentation are
presented. [5], Automatic detection of route rumble
strips, which are important for many applications,
including lane level navigation and lane departure
warning, has been introduced.[6], had proposed a new

-spectral-spatial classification scheme for hyper spectral

Images. The Optimizing of the techniques .is to
incorporating the performance of image classification
and grouping as well as the segmentation of map
produced by region-based segmentation to the number
of clusters into the different classifiers[8], had proposed
an AF- ISODATA clustering algorithm for applying on
color isolated sensing image segmentation. [10],
described a color style transfer by constraint locally
linear embedding. [12], had presented with a state based
modified MEM (Modified Expectation Maximization)
algorithm for region image segmentation, The proposed
method will use and decrease the number of iterations
for the segmented image to converge rapidly and center
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unsupervised image s:gmne? ‘appmﬂﬂl s =
- entation algorit i
'm clustering

technique will be j

clustering of an l?:lzzzcega::m detert?lines e best
fnte‘rvention.[IS], Itcanbe recognizS:ctl umth ", ion
:s individually dependent on ejther Pii‘j‘;‘:::tlon
exture-based optimization i doss ot
ccfntril?ute to the classiﬁcatios lc;gf(‘) ::rl::ti si:::indo'cs s
with high spatial resolution since it includes texti::;af:csl
non-textu:red regions.[24]. [19], had analyzed that the
presentation of unsupervised classification algorithms is
called as ISODATA (lterative Self-Organizing Data
Ana.lysm Technique Algorithm) and to test statistically
b).r 1ter.ative approaches to automatically group pixels
with identical spectral characteristics into unique
cl}lsters, K-means in remote sensing.[17], has presented
with the fast and efficient method for éolor image
segmentation[7].In addition, the computing time has
?een drastically reduced, allowing extremely large
1mages to be processed in a reasonable time.[27].

at a low time.[13],

III. METHODOLOGY

The FBISODATA clustering algorithm's

unsupervised classification calculates the class, which
means that it is presumed to be uniform in the data
liberty. Then, using smallest amountreserve functions or
techniques, the remaining pixéls are clustered iteratively.
Each iteration, in relation to the new properties,
recalculates means and reclassifies pixels [26]. The
FBISODATA clustering algorithms are divide into two
iterative classes such as splitting and merging is done
based on the input threshold parameter. Because, if a
standard deviation or distance threshold is to be
established with the all color pixels that are grouped into
the nearest color classes. When some color pixels may
be classified into other nearest cluster groups
[4].However, if they do cannot an implementation of
threshold value to be found [16](14]. The procedure was

repeated
below a certain thres
of iterations for the selecte
obtained. FBISODATA clustering uses two-par.ameter
sets, the first parameter Sets’ do not change during Fhe
clustering process [19]. Another pare}meter that which
can be interactively adjusted until an acceptable

clustering result is to be obtained. Found the unique

attribute  indicators matrix U* that illustrates each

hold, or until the maximum number
dtwo pixels has been

until the number of pixels in each class falls

attribute of any objcct within investigation and reference
samples Ujjis on behalf of the characteristic indicators j
of object i. homogenize data of the unique characteristic
and that indicators matrix is U * and by assortment of
process to be get U, and describable equation as followed
by Mj = max (Uy; U3y, Upg ) mf =
min (U};,Uz;, ..., Uy Yfor column j of U *, estimate
ujjusing formula ‘

o 2 Ymy

v Mymmy

(0

Start an incremental process to be based on the
unique core matrix of the cluster V©@of reference sample
system compute fuzzy confidential matrix r‘.f.”using

_formulaas
-2
® _[ve (10i-v®anNT.
g _[zf=1(|10,i—v<‘>;ll ’ @

Therefore, ¢ defines the number of cluster categories.
Then amend bunch core matrix for 1,

TR

p, G+ = ‘
i E‘;:: i (Ti(}_l))z

. Here, (3)

@D = (@D, 04Dy YT Repeat step 2).
when evaluate the given matrix is r%qg r¢*for a given
precision € > 0, if max{ri_g) —r‘-,(:*i)}s € , iterative
operation should be stopped and ¥ ¢ should be
outputted. In parallel stipulation as followed by the
equation as { = i+ 1, and repeat step 3). Obfain a
fuzzy set bunch using the better nearest cluster matrix
segregation of the basic concept to the better cluster
center matrix,V* = (1", V2", ... . )7, Vu€U, object Uk
should be confidential to class i.

Once the tiger image database is loaded then
create the unique distinguishing indicators matrix U *
that descript color feature value of all examined tiger
image object and locus samples of tiger images is on
behalf of the color characteristic pointers j of tiger object
i. Normalize the original color value of the tigers to fall
under the specified range which is denoted as matrix U*
to get U, Then begin the process of iterative which
frames the cluster center matrix V%of the reference
sample system of tiger images. Compute fuzzy classified
matrix with- a reference sample of tiger and new
incoming image of the tiger. Modify the cluster center
matrix for 1» depending on the new arrival of the tiger
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to re-cluster them by determining the optimal clust
cr

center.

371. Splitting Algorithm

The algorithms for splitting and mergin
segment the image into a particular region "I{;hegb b
framework of representation is pyramidal. Th.e al or'?lflc
gen.erally starts from the initial assumption that 5 siln ;“
region is the whole image, and then computes tgh:

criterion of homogeneity.

< TInitialize the k centroid value
& Assign the splitting function of the membership

process
Search an entire color in the image line by line

expect first to last line
% Find the pattern of each color and split into m*n
% Calculate the fuzzy classifier. Following the

equation 2
& If a mismatch
and r(i+l).
Assign labels to
Remove small regions if necessary-

between assigned label value Y

unsigned pixéls in the block

o ‘
Q“

o
0.0

3.2. Merging Algorithm

For hierarchical segmentation,
echnique is very €

reliable regions

are merging and this t
on the color-texture improves and artifacts of the image,

the similarity measurement of regions and corresponding
posed. The process of merging

rimitive color pixels before the

starts with the image's p
d and the segmentation is

termination criterion is reache
finished [18]-

3.3. Neighboﬁrs of pixel
A pixel p has four horizontal and vertical
rs coordinatc as (%, y), and this synchronize are
givenby (x + 1,9), x= 1Y) oy +1), @yt
)@Y~ 1).(xy — 1).This pixel set, referred to as N's
4-neighbors, and is N 4 Denoted (p)- Each pixel is the
distance of a unit from (% Y)» and some of N's
neighborsbe d. If (%, y) is on the bounfiary of
the file, it is digital image-. N's four diagonal
neighbors h inate(x + LY + 1),(x+ LY~

neighbo

positionc
outside the
ave coord
F1),x-LY~ 1a

The value m reins the amoun
g at m=l and mor

nd are denoted by N

¢ of clustering with
¢ and morefuzzy

core clusterin

ffective. Based _

clustering at largest amount of m, V' is the set of c-cluster

centers and r[,(f) is the fuzzy separation of the image [25]-

3.4. Finding the nearest color

This part of the study can explains the method

of preventing an image's and number of colors by
identifying the closest match to an image's available
color. This object, just for simplicity, implies it will
operate with a pre—deﬁned image spectrum assigned to
several colors such as, RGB colors and other

combination of rgb colors.

Procedure Truncate (value)
If value < 0 Then value=0
If value > 255 Then valu

Return value

e=255

End if
Eand if
Pscudo code
Fory=0to ImageHeight - 1
For x = 0 to ImageWidth - 1
ActualColor = GetPixelColor(x. ¥)
NearestColor = FindNearestColour
(actualColor)
putPixelColor(x. ¥- nearestColour)
Next
Next.

the relationship between the
1 color and each of the
the Euclidean distance
g the distance. A
d positive values

By analyzing
separate RGB values of the actua
colors available from the palette,
ne of the best methods for findin

that negative an
reate the distance is to square

t color might be the one that
tual color.

is 0
simple way to ensure
are adapted together fo ¢
the differences. The neares
has the maximum distance from the ac

IVT RESULTS AND DISCUSSION
base is included with the

The tiger image data
ates the execution of the

proposed model, and it facilit
Matlab tool. This database contains over the 500+

above camera trap images from different formats and
sizes. There will be only one class, which encompasses
the several age collections of tiger has been illustrations.
The proposed method's retrieval accuracy would be
assessed in a specific class using a different age ‘group
category. The proposed clustering methods ways to
perform the square measures are used on the color
performs for an extract to get values to the vector in RGB
is concentrated on a virtual machine, and the formula for
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a similarity metric is used to measyre
distance. The accuracy, recall, and F
determine performance while retriey
image database by generation,

the greatest
-measure is used to

ing images from the

4.1. Computational Complexity

The computational fntricacy of poles apart was

cluster technique, when assessed to determine their

virtualeffectiveness, in the terms of timeerudition

analysis. Clustering with the Fuzzy Based ISODATA
clustering algorithm requires better steps than other

clusteri.ng techniques i.e.0 (,).The ability of hierarchy in
clustering methods was interpreted a

convolution equation as given. '
o((N - XI5 NP @)

Hence, N denotes the wholeamount of color
pixel, m stand for the extent of cluster, and r is number
of iteration on t. The enhancement with the

$ computational

computational complexity of optimized modified MC

algorithm is able to a vitalconsequenceof extracting the
clusters from the dataset, by separating themselves from
the new-fangled tiger image, and thereby obtaining to
reduced computational time for each successive region.

Figure 1.1: illustrate the Plot diagramon FBIC in k =
2,k = 4,and k = 6 cluster for tiger image database.

The grid plot of each database is based on the

procedure values and thesamplevalues denoted fromk =

2,k = 4,and k = 6 clusters that are using the enhanced
clustering algorithm to be executed. In the tiger image
database is shown in Figure 1.1. The formation of k =
2,4,and 6 clusters is shown on dissimilar colors in
figure 1.1 when every cluster- is plotted in
individualcolor patterns. :

4.2. Accuracy calculation and predict the age of the
tiger

That is. the main distinctionamidat both the
actual value and the stand for value of the fundamental
mechanism that generates the data is the accuracy of the
proposed method. The number of appropriatelyto
segment the currentpixels is represented by the cells in
either diagonal of the error matrices of (T};). The unit of
measurement for overall segmentation precision can be
generated from those kind of pixel value by measuring,
and how many pixels in the tiger image database and the
ground were classified as the same age (X Tj), by
separating this values on total number of pixels (N =
YR, = XC). The following equation is given
below.[2].

LTy
a=21 ©)
Where: Y, Tjjbecomes the whole amount of

incidence was appropriatelyrecognized, and N denotes
the whole amount of pixels in the error matrix. Fabricator

performdnce has become a term referring to reliability

that- is widely used to measures and evaluate the
percentage of correct predictions for a unit of pixels.

=Ty '

=3 ©

Where T;jdenote the numeral of aptly classified

pixels in row j, R;denotes the overall pixels in row j. The
candidatetruthfulnessof the intrigue foundation accuracy
that is calculated by analyzing a class's reference data
and calculating the percentage of corrected predictions
for this sample.

-y
= )

Where
appropriatelyconfidential pixels in column i, R;has
denotes the total number of pixels in column j.

A96=ZTUk @®
Where lii=j =&,

Tijdenotes  the  number of
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Lik > 0)

As a result, the thresholding values for color
pixel-dependent pixel classification with pixel clustering
and based on inferring the age of the tiger were used to
predict the Tiger's Age. These estimates are cvaluated by
using tiger image databases, training datasets and
compared to real-time camera trap image databases of a
tiger in the wildlife forest.

N i
d= N Tty jesk=1 Tijk—Ziz 1 j=1k=1Ri €}
NZ-F1 . R; (9)
i=1,j=1k=1Ri €}

Therefore, d is denoted on basic Euclidean
distance, N is evaluated for the total number of pixels in
an image, m is a number of RGB classes. Here,), Tijkis
the total number of properlyclassify pixels in a tiger
image. Moreover, when selecting the particular age of
the tiger image, the threshold value of each color pixel
was set to a specific tiger.R;, Gjis represents with the
number of pixels in the row and column,

Table 1.1: Applied FBIC with various similarity
measures in one year tiger image.

Precision | Recall | - No of

Age | Similarity
measure | clusters

Measures

1 City Block | 091 096 |0.935 3

YO | ovher| 095|091 (083 |3
Fucidess (006 [095 0955 |3

w

Minkowski | 092 0.9+ [093
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data can be

According to the table 1.1,
ers is

rized into Age wise. The amount of clust
The highest precision is

in the first year. The

catego
uniformly set at three clusters.
96%, and the less precision is 91%
recall is 96% for the highest and 91% for the less. T he
highest f-measure registered is 95.5%, while the lowest
is 93%. Then all the measures are compared with the each
individual comparisonprocedures in the table is faintly
ited. Euclidean distance measures do have the utmost

exc
6% and recall 96%, and the maximum

precision level is 9
f-measure i 95.5%,
measures have the lowest.
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Figure 1.2: Demonstrate the various similarity metrics
are used on FBIC with a sample one-year tiger image.

Here, the table 1.1 demonstrates that to predict
the age of a tiger image, while evaluating similarity-
based clustering accuracy and determining the similarity
functions such as a city block, Chebychev distance,
Minkowski distance, and Euclidean distance using
clustering metrics including precision, recall, and f-
measure. The figure portrays the experimental effects
that are shown in figure 1.2.

Table 1.2: Applied FBIC with different similarity
[measures using two year tiger image.

Age | Similarity Precision | Recall | £- No of
Measures measure | clusters

7| City Block | 0.94 095 |09 |3

year - - =

year el huchey | 095 |09+ |09 |3
Euclidean | 0.96 097 0.963 3
Nigkomski| 095|096 |0955 |3

According to the table 1.2, data can be
categorized into age wise. The amount of clusters is
equally set at three clusters. The highest precision is
96%, and the lowly precision is 94% in the 2" year. The
recall is 97% for the highest and 94% for the lowest. The
highest f-measure registered is 96.5%, while the lowest
is 93%. Then all the procedures wereevaluatedin the
each individual comparison procedures in the table is
faintly excited. Euclidean distance measures do have the
highest precision 96% and recall 97%, and the highest -
measure is 96.5%, whereas city block distance measures

have the lowest.
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Figure 1.3: Illustrate on the verious kinds

. : metrics
applied on FBIC is tested with two year tiger im

age.

The above table 1.2, Tllustrates that able to.

properly predict the age of a tiger image by identifying
the full participation of which including the city block
Chebychev distance, Minkowski distance, and Euclidean’
distance also to be analyzing the similarity-based
clustering accuracy by using clustering metrics such as
precision, recall, and f-measure. Figure 1.3 illustrates the
experimental effects,

Table 1.3:FBI clustering algorithm used with different
clustering similarity approaches applied on.15" age of
the tiger image :

Age | Similarity | Precision | Reca | fmeasure |[No of
Measures H clusters

15 City Block | 0.91 0.96 | 0933 3

N Chebyehey | 0.96 0.95 | 0955 3
Eaclidean | 093 097 | 0.96 3
Alinkewski | 0.94 0.90 | 092 3

According to the table 1.3, data can be
categorized into age group wise. The number of clusters
uniformly set at three clusters. The highest precision is
96%, and the lowest precision is 91% in the 15" year.
The recall is 97% for the highest and 90 for the lowest.
The highest f-measure registered is 96%, while the
lowest is 92%. While lowest value is 93%. Then all t'he
actions are measure uptothe each individual similarity
procedures in the table is faintlyexcited. Chebyche
distance measures do have the highest precision 96% and
Euclidean distance of recall value is 97%, and the I'nghest
f-measure is 96.5%, whereas Minkowski distance

measures have the lowest.

S perHin iy hoeey N\

Fi.gure 1.4: illustrate on FBI clustering algorithm used
with different clustering similarity methods applied on
15" age of the tiger image

The above table 1.3, Demonstrates that by
measuring similarity-based clustering accuracy and
using clustering metrics like precision, recall, and f-
measure, as well as identifying similarity functions like
a city block, Chebychev distance, Minkowski distance,
and Euclidean distance, it is possible to correctly predict
the age of a tiger image. Figure 1.4 illustrates the
experimental effects.

Table 1.4:Comparison of proposed clustering metrics

ACCURACY - RMSE TIME IMAGE
RETRIEVAL
Exisung | §7.777 | Exsting [ 0.646389 | Exustmg | 2.6 | Exwsung | 251
. Proposed | 9036667 | Proposad | 0515467 | Proposed | 2.018889 | Proposed | 1.94

Table 1.4 improves the consistency of each
established and proposed clustering algorithm matrixes,
such as the RMSE value, time estimation, and image
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retrieval time. The clustering results are shown in plot
format whenever the proposed algorithms that are used
and generate the better result are much more accurate
and effective. The proposed methods findings have the
highest accuracy rating on FBIC,

Figure 1.5: Comparison of overall performance

measures.

Figure 1.5, demonstrates that the consequences
of the performance assessments of the Accuracy, RMSE,
Time, and Image Retrieval on the tiger image database,
as well as comparisons to proposed and existing methods
on Accuracy, RMSE, Time, and Image Retrieval. The
proposed techniques are described in Table 1.4.

V. CONCLUSION

The primaryaspiration of the progression is to
inferring the age of the tiger is based on the image
databases. This research work is generally focal point on
the anticipatedmethod that have composed the more than

500+ real-time tiger images are calm in the wildlife *

forest;The various types of images of adult tigers were
truly tested.Colors are being used to separate the
image.Clustering is accomplished with the different age
group tiger images of various ages because of various
colors and skin tones and stripes, It is also divided into
several parts focused on the tiger's age and color. Bach
image is characterized based on its age and color
differences.Mostly, in the age prediction of tigers based
on the color of the image of tigers, fuzzy clustering
models mentioned in the following sections are
included.True image tests demonstrated that the
proposed method is effective to the stipulations of
exactness and execution time when those are compared
to recent effective in elevated appearance to the new

statistical approach was processed. The product of the
clustering is very efficient and effective and is conversed
in the consequences sector,
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