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Abstract 

Heart diseases are a more prevalent issue in modern medical situations. Every year a massive number of 

people perish due to this cardiac discomfort. Malapropos medications without the guidance of clinicians and 

detection of diseases at a later stage are the leading cause of these fatalities. The number frequency of mortality rate 

increases every year. This study presents an innovative classification technique with the utilization of evolutionary 

correlated gravitational search feature selection (ECGSFS) and Genetic optimized Neural network (GONN). Real-

time implementation results and observations are clearly described. The present study achieved great performance in 

terms of precision, recall, F-measure and accuracy. A comparison is made with prior approach to evaluate the 

proposed work. 
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Introduction 

There exist a various types of cardiac discomfort such as myocardial infarction, cardiac 

attacks, heart arrhythmia, and atrial fibrillation. It is immensely prerequisite for the clinicians to 

handle with the cardiac problems if it identified at a later stage and it can even lead to morbidity 

[1]. Thus, earlier detection and diagnosis of cardiac diseases are the significant requirements of 

the critical condition patients and electronic health medications. At present, there exists a variety 

of machine learning algorithms, which, abet in medical data classification and prediction 

processes but accurate prediction and classification is a challenging task [2]. The fundamental 

requirement of the classifiers, it should be computationally efficient and cost-effective, it is clear 

that an efficient classification algorithm with improved accuracy measurement is the inevitable 

part of real-time heart disease prediction and management systems [3]. 

The present system of healthcare detects and treats diseases through the use of various 

tests and medications which, are expensive and time consuming for the patients. Further, the 

delay in test reports results in the delay of medications. The consequences of certain diseases 

such as cardiovascular diseases become highly severe with next prediction and medication 

measures. The application of data mining techniques across healthcare systems reduces both time 

and money to the users. However, selection of appropriate classification technique for various 

healthcare domains is highly tricky. The primary objective of this work is to define efficient 

techniques for earlier prediction and diagnosis of heart diseases. The use of GONN classifier 
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provides efficient classification process and the feature selection techniques improve the 

prediction accuracy.  

Related Works 

Liu et al., 2016 [4] given an approach of privacy-preserving clinical decision support system 

using nave bayes classification technique. This decision support system provides a new approach 

to privacy-preservation of adequate diagnosis and medications to patients diseases. This proposal 

stores patients sensitive informations in a current trends on cloud computing environment. A 

training model is built using the naive bayes classifier in a more secure manner. The trained 

model is applied across the new coming instances to predict the risk of diseases in an effective 

manner. It allows the patients to retrieve informations about top diseases based on their 

preferences. 

Afef Mdhaffar et al [5] applied the complex event processing technology in predicting the heart 

failure. The data is collected from the wearable device in the patient. This approach obtains the 

great result with respect to precision and recall. Gaetano Valenza et al [6]  utilized the 

Multifractal Point-Process in predicting the heart disease which attain  the accuracy of 79.11%. 

The real time data is collected from the patient to evaluate this approach.  

Ashir Javeed et al [7] introduced a novel system using the random search algorithm and random 

forest for feature selection and classification respectively. With the help of feature selection 

process most significant 7 features is extracted from Cleveland dataset and applied for prediction 

which achieved the great result with 93.33% accuracy. 

Yuanyuan Pan et al [8] Enhanced Deep learning assisted Convolutional Neural Network 

(EDCNN) has been proposed to assist and improve patient prognostics of heart disease. Test 

results show that a flexible design and subsequent tuning of EDCNN hyperparameters can 

achieve a precision of up to 99.1 %. 

Proposed Methodology 

The present prediction model is framed with efficient feature selection algorithm and 

classification model: ECGSFS and HKNN respectively. The proposed system is shown in Fig.1 

Feature selection is the most crucial step because the extracted features are huge in dimension. 

So, the number of the feature is minimized by applying feature selection process that 

successfully selects the heart disease relevant feature. Throughout this study, assumptions made 

for the classification approach, system workflow, algorithm descriptions, and implementation 

procedures are discussed in detail. The first step associated with the proposed system is the 

process of data collection. Since the proposed algorithm mainly focuses on building an efficient 

classifier. In second step, the most relevant features are selected with proposed feature selection 

algorithm.  
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Prediction process is done according to the classifier performance, across the training and the test 

datasets. The predicted outcomes are identified, and it is compared with various prior studies. 

The use of feature selection techniques improves the accuracy measures.  

 

 

 

 

 

 

 

 

 

 

 

Feature selection 

In this work, ECGSFS is used to select the relevant heart disease features. Without 

analyzing the feature relation, correlation of the features is examined. By using the correlation 

feature, gravitational optimization technique is applied to get an optimal feature from features 

set. Due to the effective analysis of features, ECGSFS is used in this work for selecting heart 

disease features. First the extracted features are arranged in the feature space for analyzing the 

correlation between the features that helps to select optimized features. In addition to this, 

selected features reduce the training time, minimize data over fitting and eliminate curse 

dimensionality. Due to the importance of the feature selection, 

At the time of this process, merit value of the features is computed for calculating feature weight. 

The feature merit value is estimated as 

𝑀𝑆𝑘
=

𝐾𝑟𝑐𝑓̅̅ ̅̅ ̅

√(𝑘 + 𝑘(𝑘 − 1)𝑟𝑓𝑓̅̅ ̅̅ )

                                             (1) 
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Figure 1. Proposed Heart disease prediction framework 
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Where 𝑟𝑐𝑓̅̅ ̅̅  denoted as the mean value of features which are correlated for classification. 𝑟𝑓𝑓̅̅ ̅̅  is 

denoted as mean value of correlated features in the feature set. In addition to this merit value, 

feature set has been selected depending on the correlated criterion as 

𝐶𝐹𝑆 = 𝑚𝑎𝑥𝑠𝑘 [
𝑟𝑐𝑓1 + 𝑟𝑐𝑓2 + ⋯ +𝑟𝑐𝑓𝑘

√𝑘 + 2(𝑟𝑓1𝑓2 + ⋯ 𝑟𝑓𝑖𝑓𝑗 + ⋯ + 𝑟𝑓𝑘𝑓1)
]                  (2) 

In Eqn. 4.4, 𝑟𝑐𝑓1, 𝑟𝑓𝑖𝑓𝑗 are correlated variables, k is specific feature. According to equations 1 

and 2, selection criteria, features are chosen from feature set. In addition to this selection 

criterion, gravitational search algorithm related objective function is used to select heart disease 

optimized features. The gravitational search algorithm was introduced in 2009 for solving 

optimization problem according to the concept of mass interaction and law of gravity. The 

algorithm consists of various agents which are interacting with each other based on gravity force. 

The interaction and performance of agents are computed using their mass value. The chosen 

features are gathered in gravitational search space that is defined as 

𝑌𝑖 = (𝑦𝑖
1, ⋯ 𝑦𝑖

𝑑 ⋯ 𝑦𝑖
𝑛), 𝑖 = 1,2, ⋯ 𝑁                                     (3) 

In Eqn. 4.5, 𝑦𝑖
𝑑 is the ith position of feature in d dimension value belongs to 0 and 1. From the 

feature position, mass value is estimated according to fitness value as 

𝑚𝑎𝑖(𝑡) =
(𝑓𝑖𝑡𝑛𝑒𝑠𝑠𝑖(𝑡)  −  𝑤𝑜𝑟𝑠𝑡(𝑡))

(𝑏𝑒𝑠𝑡(𝑡)  −  𝑤𝑜𝑟𝑠𝑡(𝑡))
                                      (4)  

Along with mass value (t), direction of features are estimated as 

𝑀𝑖(𝑡) =
(𝑚𝑎𝑖(𝑡))

(∑ 𝑚𝑎𝑖(𝑡)𝑁
𝑗=1 )

                                                                 (5) 

In Eqn. 5,  𝑓𝑖𝑡𝑛𝑒𝑠𝑠𝑖(𝑡) features fitness function at t time. By utilizing this, most noticeably awful 

and best features are characterized at t time as 

𝑏𝑒𝑠𝑡(𝑡) =  𝑚𝑖𝑛 𝑓𝑖𝑡𝑛𝑒𝑠𝑠𝑗(𝑡)𝑗 ∈  1, . . . 𝑁                                      (6) 

𝑤𝑜𝑟𝑠𝑡(𝑡)  =  𝑚𝑎𝑥 𝑓𝑖𝑡𝑛𝑒𝑠𝑠𝑗(𝑡)𝑗 ∈  1, . . . 𝑁                                   (7) 

Using direction change of features, distance has to be computed as 

𝐹𝑖𝑗𝑑 = 𝐺(𝑡)
(𝑚𝑎𝑖(𝑡) ∗ 𝑚𝑎𝑗(𝑡))

(𝐷𝑖,𝑗(𝑡)𝑛 + ϵ)
                                              (8) 

In Eqn. 8, 𝐹𝑖𝑗𝑑 is magnitude of features respect to feature mass of I and j in dth measurement. 

G(t) gravitational power at t time. 𝑀𝑖(𝑡), 𝑀𝑗(𝑡) is represented as two features mass value. 𝐺(𝑡) is 

calculated as 
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𝐺(𝑡) =  𝐺(𝐺0 ∗  𝑡)                                                                       (9) 

In Eqn. 9, G0 is the first iteration gravitational value. Then local optimum trapping value should 

be minimized to compute best fitness value using 

𝐹𝑖
𝑑 = ∑(𝑗 ∈ 𝑘 − 𝑏𝑒𝑠𝑡𝑗 ≠  𝑖)𝑟𝑎𝑛𝑑𝑗𝐹𝑖𝑗𝑑(𝑡))                          (10) 

In Eqn. 4.12, 𝑟𝑎𝑛𝑑𝑗 is a arbitrary number somewhere in the range of 0 and 1. In view of the 

above procedure features subset is selected. The algorithm for ECGS algorithm is shown below. 

Step 1: Collect quality improved heart disease features in feature space. 

Step 2: Calculate merit value for each feature using Eqn. 1 

Step 3: with the help of merit value, correlation features selection criteria is estimated as using 

Eqn. 2 

Step 4: Arrange criteria based selected features in feature space, 

Step 5: Calculate feature mass, direction change and fitness value to get an optimized feature 

Step 6: Feature direction is calculated with fitness value 

Step 7: from step 1 to step 6, heart disease features are analyzed and optimal features are chosen 

to classification process. 

According to algorithm, heart disease features are analyzed, and then optimized features are 

selected that helps to reduce the feature subset effectively.  

Classification 

The classification is performed with neural network, genetic optimized neural network and 

multilayer perceptron which is discussed in this section. 

Neural network 

The network is just the variation of the radial basis neural network that was developed in 

1991 by D.F. Specht. The network works according to the nonparametric regression process 

where the training samples are denoted as the mean of the radial neurons. The neural network 

computes the random function into the input and output. The structure of NN which comprises of 

three layers, for example, input, covered up and yield layer. The info layer gets the information 

from the feature selection phase, which is fed into the input and the computed output is 

processed by the output layer to get the output. Each layer performance is defined as 
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𝐸[𝑦|𝑥] =
∫ 𝑦 ∗  𝑓(𝑥, 𝑦). 𝑑𝑦

∞

−∞

∫  𝑓(𝑥, 𝑦). 𝑑𝑦
∞

−∞

                                (11) 

Where y denotes the estimator variable for the output, x represents the input, E[y|x] 

represents the expected value of output given the input vector x, f(x, y) represents the joint 

Probability Density Function (PDF) of x and y. 

The computed value is passed to the output layer to get the output value which is defined 

as follows The estimator variable for the output is defined by, 

𝑦𝑖 = ∑ ℎ𝑖𝑤𝑖𝑗 (∑ ℎ𝑖

𝑛

𝑖=1

)

𝑛

𝑖=1

                                       (12) 

Where 𝑤𝑖𝑗  represents the target yield relating to include preparing vector xi, ℎ𝑖 =

 𝑒((1 − 𝐷2𝑖 )/(2 ∗ 𝜎2)) is the output of a hidden layer neuron, 𝐷𝑖
2  =  (𝑥 − 𝑢𝑖)𝑇 (𝑥 − 𝑢𝑖) is the 

squared distance between the input vector x and the training vector u, x is the input vector, ui is 

training vector, smoothing factor σ = a constant controlling the size of the receptive region. The 

constant value for the smoothing factor σ is varied from 0.10 to 1.  

Genetic optimized neural network 

John Hopfield is introduced neural network; it is form of recurrent neural network. The network 

helps to analyze false patterns from the set of features by covering the local minimum. The 

network structure consists of set of unit, normally represented in binary threshold unit that does 

not exceed the threshold value. The units are represented as 1 or -1. In general, the network has 

weight value between node i and j. The connection between nodes is formed as an undirected 

graph and the weight value have following restriction. 

𝑤𝑖𝑖  =  0∀𝑖(𝑖𝑡𝑠𝑒𝑙𝑓 𝑐𝑜𝑛𝑛𝑒𝑐𝑡𝑖𝑜𝑛 𝑑𝑜𝑒𝑠 𝑛𝑜𝑡 ℎ𝑎𝑣𝑒 𝑢𝑛𝑖𝑡)                (13)   

𝑤𝑖𝑗 =  1, ∀𝑖, 𝑗(𝑛𝑒𝑡𝑤𝑜𝑟𝑘 ℎ𝑎𝑣𝑒 𝑢𝑛𝑖𝑡 𝑣𝑎𝑙𝑢𝑒, 𝑤ℎ𝑒𝑛 𝑖𝑡 ℎ𝑎𝑠 𝑠𝑦𝑚𝑚𝑒𝑡𝑟𝑖𝑐 𝑐𝑜𝑛𝑛𝑒𝑐𝑡𝑖𝑜𝑛         (14) 

The weight value, is used to compute estimated output for particular pattern recognition problem. 

During the output computation process, unit value is updated as follows, 

𝑆𝑖 = {
+1 𝑖𝑓 ∑ 𝑗𝑤𝑖𝑗𝑠𝑗 ≥ 0

−1            𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
                                                               (15) 

where 𝑤𝑖𝑗 is denoted as the connection between two node or units, Si is state of the unit and 𝜃𝑖 is 

threshold of unit i. 
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The incoming heart disease features are fed into the neural network in n-dimensional space in 

terms binary components -1 and 1. The binary components represent the output of the neural 

network. During the input process, each node has specific weights which is mentioned as 

𝑤 =
1

𝑛
(∑ 𝜎𝑖

𝑇

𝐷

𝑖=1

𝜔𝑖)                                                            (16) 

Where D is class patterns, 𝜔𝑖 is the vector. According to the feature weight, network output is 

computed as 

𝑥(𝑡 +  1) =  𝑠𝑖𝑔𝑛(𝑊 ∗  𝑥(𝑡))                                            (17)      

where, x(t) is the input feature state time. This process is repeated continuously to get the output 

of every incoming patient features. At the time of the above classification procedure, network 

has error rate which completely reduces the efficiency of the heart disease prediction system and 

also maximizes miss-classification rate. So the performance of the system is enhanced by the 

optimizing network with a genetic algorithm. It is one of the evolutionary approaches which 

improve network efficiency in terms of using natural selection process. This algorithm is 

introduced by John Holland in 1960’s based on the Darwin evolutionary theory. GA calculation 

uses the three administrators’ determination, hybrid and transformation to optimize neural 

network structure.  

Based on the working flow, genetic algorithm optimizes the discussed neural network. First 

network weight values are analyzed and selected based on the genetic fitness function. In this 

analysis, fuzzy membership function is used as the fitness function that is mentioned as 

𝑓𝑖𝑡𝑛𝑒𝑠𝑠 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛 =  𝑈𝑖(𝑥𝑖) ∈  0, 1                                    (18) 

Based on the fitness function, weight value is estimated and arranged in the terms of descending 

order.  

The chosen value is applied to the mutation and crossover process to get an optimized value 

because it reduces miss-classification rate. In mutation process, one weight value is replaced 

with the other weight value that is different from previous solution. After performing mutation 

process, voting process is applied to perform a crossover operation.  

This process estimates relation of the node weight value. Maximum voting values are treated as 

connectivity with the other value and remaining values are eliminated effectively. The chosen 

values help to classify whether the given heart disease features are normal or abnormal. 

According to the algorithm steps and discussion, heart disease features are classified with a 

minimum time and also reduces the misclassification rate. Then the efficiency of the system is 

evaluated using experimental results and discussions. 
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Multi-Layer Perceptron (MLP)  

A multilayer perceptron (MLP) [10] is a class of the neural system which is a well-connected 

network of artificial neuron units. It pursues feed forward manner that maps input information 

onto relating yields. MLP comprises numerous layers, where layers are completely associated in 

the form of input, hidden and output. The neurons in MLP acts as a processing component with a 

activation function. MLP pursues standard linear perceptron to recognize information that are not 

straightly distinguishable. 

Results and Discussion 

Initially, the brilliance of the ECGSFS is based on component choice procedure. In this 

work, the size of data is minimized by ECGSFS method; in addition to this the effective 

examination of features properties, characters helps to identify the relevant heart disease features 

from the set of Cleveland heart disease dataset information. The successful selection of choosing 

criteria, and fitness function used to reduces the complexity while getting the exact heart disease 

relevant features. Along with this, the ECGSFS method chooses minimum number of features 

collated with the traditional algorithms. Then the efficiency of sample selected number of 

features is shown in table 1. The efficiency of ECGSFS method is collated with different 

algorithms such as Genetic Algorithm neural network, genetic optimized neural network and 

multilayer perceptron. 

Table Feature selection Result 

Feature count Selected Feature 

7 trestbps, chol, fbs, rest ecg, thalach, oldpeak 

The Table 2 demonstrates that due to the effective analyze of genetic algorithm based 

weight selection, optimization process reduces the error rate and also satisfies expected output 

value. The result is shown in Fig. 2. 

Table 2 Classifier Result 

 

The Fig. 2 illustrates that performance measure of applied classifier. The presented 

GONN predicts strange heart disease features with the high effectiveness. The attained outcome 

is compared to the neural network, genetic optimized neural network and multilayer perceptron.  

Models Accuracy (%) precision Recall F-measure 

Neural Network 97.21 96.50 97.64 97.21 

Genetic neural 

network 
98.90 97.28 98.55 98.90 

Multilayer perceptron 98.46 96.58 98.23 98.46 
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Figure 2. Accuracy of applied Classifiers 

 

 

Figure 3. Precision, recall and F-measures of classifier 

Figure 2 and 3 demonstrates that GONN method attains the high accuracy rate due to the 

successful usage of the selected features in every node of processing. In addition to this, the 

network has optimized weights, bias and learning rule concept while classifying output features. 

Excellence of GONN classification process is evaluated using precision, Recall and f-measure 

collated with other methods such as neural network and multilayer perceptron.  
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Conclusion 

This study provides the need for machine learning techniques in health data mining and 

management processes. In particular, the research provides special attention to heart disease 

prediction and diagnosis measures. This due to the reason that heart diseases are one of the major 

concern across several countries and can even lead to death if not treated at an earlier stage. The 

present feature selection approach improves the accuracy of the classification measure. The 

experiments are conducted using netbeans with heart disease dataset from UCI repository. The 

efficiency of ECGSFS method is collated with different algorithms such as neural network, 

genetic optimized neural network and multilayer perceptron. This algorithm is mainly designed 

for heart disease prediction systems and in future, this can be extended to various other critical 

disease.  
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